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Preface

This algorithm theoretical basis document (ATBD) describes the present state of development
of the algorithm for retrieving the normalized water-leaving radiance (reflectance) from MODIS
imagery. It replaces Version 0 which was submitted on July 30, 1993, Version 1 submitted February
28, 1994, Version 2 submitted November 1, 1994, and Version 3 submitted August 15, 1996. Version
1 was peer reviewed in the spring of 1994 and reviewer suggestions were incorporated into Version
2. Version 3 covered additional developments between 1994 and 1996 and was peer reviewed
in November of 1996. Version 4 incorporates the progress of studies relevant to the algorithm
since Version 3. The algorithm in the form described here is being tested with SeaWiFS imagery.
Experience gained with SeaWiFS imagery is useful in assessing the performance of the algorithm.

Outstanding issues that require further research are identified in this document.

Chapters 1-4 describe the algorithm in its present form, and also detail outstanding issues
that require further work. Chapter 5 describes planned enhancements to the code that deal with

these issues.

The author acknowledges the aid of M. Wang in the preparation of Version 0 of this ATBD, K.
Ding preparation of Version 1, K. Ding and F. He in the preparation of Version 2, and T. Zhang,
K. Moore, H. Yang, and Tao Du in the preparation of Version 3, and G.C. Boynton, R. Chomko

and C. Moulin in the preparation of Version 4.
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1.0 Introduction

Following the work of Clarke, Ewing, and Lorenzen [Clarke, Fwing and Lorenzen, 1970] showing
that the chlorophyll concentration in the surface waters of the ocean could be deduced from aircraft
measurements of the spectrum of upwelling light from the sea — the “ocean color” — NASA
launched the Coastal Zone Color Scanner (CZCS) on Nimbus-7 in late 1978 [Gordon et al., 1980;
Hovis et al., 1980]. The CZCS was a proof-of-concept mission with the goal of measuring ocean color
from space. It was a scanning radiometer that had four bands in the visible at 443, 520, 550, and
670 nm with bandwidths of 20 nm, one band in the near infrared (NIR) at 750 nm with a bandwidth
of 100 nm, and a thermal infrared band (10.5 to 12.5 um) to measure sea surface temperature. The
four visible bands possessed high radiometric sensitivity (well over an order of magnitude higher
than other sensors designed for earth resources at that time, e.g., the MSS on the Landsat series)
and were specifically designed for ocean color. The CZCS experience demonstrated the feasibility
of the measurement of phytoplankton pigments, and possibly even productivity [Morel and André,
1991; Platt and Sathyendranath, 1988], on a global scale. This feasibility rests squarely on two
observations: (1) there exists a more or less universal relationship between the color of the ocean
and the phytoplankton pigment concentration for most open ocean waters; and (2) it is possible to
develop algorithms to remove the interfering effects of the atmosphere from the imagery. In this
document we will describe the basis of the algorithm for removing the atmospheric effects from
MODIS imagery over the ocean to derive the normalized water-leaving radiance in the visible. The
process of deriving the normalized water-leaving radiance from imagery of the oceans is usually

termed atmospheric correction.
1.1 The Normalized water-leaving radiance

The normalized water-leaving radiance, [L,,|n, was defined by Gordon and Clark [1981] through

L (A) = [Ls (A)] v €08 0 exp [— (% +TOZ(A)> ( ! )] (1)

cos 0y

where L,,()\) is the radiance backscattered out of the water at a wavelength A, 7,.(\) and 70, (\)

are the optical thicknesses of the atmosphere associated with molecular (Rayleigh) scattering and
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Ozone absorption, respectively. 6y is the solar zenith angle. The normalized water-leaving radiance
is approximately the radiance that would exit the ocean in the absence of the atmosphere and with
the sun at the zenith. This definition was motivated by the desire to remove, as much as possible,
the effects of the atmosphere and the solar zenith angle from L, ()\); however, Morel and Gentili
[1993] have shown that a residual dependence on #y remains in [L(A)]y (See Section 3.1.1.9.4). The
normalized water-leaving radiance is used in other algorithms to derive nearly all of the MODIS
ocean products, e.g, the chlorophyll concentration. As such, it plays a central role in the application

of MODIS imagery to the oceans.

In the remainder of this document, for the most part, we will abandon the use of radiance in
the description of the algorithm in favor of reflectance. The reflectance p associated with a radiance
L is defined to be wL/Fj cos 6y, where Fj is the extraterrestrial solar irradiance, and 6y is the solar
zenith angle, i.e., the angle between the line from the pixel under examination to the sun and
the local vertical. Reflectance is favored because it may be possible to more accurately calibrate
MODIS in reflectance rather than radiance. The desired normalized water-leaving radiance can

easily be converted to normalized water-leaving reflectance [p,,]n through

™

ol = Ty, )
and Eq. (1) becomes
pu) =l esp = (752 +70.0) (g )| = loulstn . @)

where t(0y, A) is the CZCS approzimation to the diffuse transmittance of the atmosphere (See
Section 3.1.1.9.5). Thus, retrieving [p,|n is equivalent to retrieving [L,|ny. The factor w/Fj in
Eq. (2) is = 0.017 at 443 and 555 nm. It should be noted that some algorithms use “remote sensing
reflectance” (R,s = L.,/ Eq, where E; is the downward irradiance just above the sea surface) rather

than [py|n [Lee et al., 1994; Lee et al., 1996]; however, to a good approximation [p,|n = 7R,s.
1.2 Outline of the Document

This document is structured in the following manner. First we provide background on the
algorithm’s role in MODIS products, explain why atmospheric correction is necessary and difficult,
and discuss the characteristics of MODIS and SeaWiF'S that make atmosphere correction possible.

In the main body of the document we develop the proposed algorithm in detail, test it with simulated
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data, and then discuss the remaining research problems and issues. Next, we provide our present
implementation of the algorithm. Finally, we describe plans for enhancement of the algorithm in

the post-launch era.
2.0 Overview and Background Information

The purpose of retrieving the normalized water-leaving reflectances [p,, (A)]n is that they are
required inputs into algorithms for recovering most of the MODIS ocean products. In this sense they
are fundamental to nearly all of the MODIS ocean applications. The accuracy of these products

rests squarely on the accuracy of the retrieval of [p, (A)]n.
2.1 Experimental Objectives

The ultimate objective of the application of MODIS imagery over the ocean is to study the
primary production, and its spatial and temporal variation, of the oceans on a global scale to better
understand the ocean’s role in the global carbon cycle. A required component in the estimation
of primary productivity is the concentration of chlorophyll a. Estimation of the concentration of
chlorophyll a from MODIS imagery requires the normalized water-leaving radiance. An example of

how this is accomplished is provided by the CZCS. Figures 1la and 1b provide [p,,(A)]n at A = 443
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0.035— | _f i | |H |~ | \ i
T | \) iog | i -
= 002F- = = 0.005|— I . | { —
s F } +i * ; s
0o1f- 1 f H+ = - 1
E t t E L i
C 4 4Tt 4 .
E wo ! .o L _
OOO: 1 1 1 IIIIII 1 1 1 IIIIII 1 1 1 IIIII: 0.000 1 1 1 IIIIII 1 1 IIIIIII 1 1 11111l
001 010 1.00 100 001 010 1.00 100
PIGMENT CONCENTRATION (mg/m3) PIGMENT CONCENTRATION (mg/m3)
Figure la. Normalized water-leaving reflectance at Figure 1b. Normalized water-leaving reflectance at
443 nm as a function of pigment concentration. Re- 550 nm as a function of pigment concentration. Re-
drawn from Gordon et al. [1988]. drawn from Gordon et al. [1988].

and 550 nm as a function of the pigment concentration (the sum of the concentrations of chlorophyll
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a and its degradation product phaeophytin a) in the water. Figure 2 gives the algorithm used to
estimate the pigment concentration from [p,, (443)]n /[pw (550)]n. It can be well represented by

log,3.33C = —1.2log,o R + 0.5(log, R)? — 2.8(log,, R)?, (4)

with R = 0.5[p,, (443)]n/[pw (550)] . Thus, the pigment concentration C' is directly related to the
radiance ratios. Analysis [Gordon, 1990] suggests that the pigment concentration can be derived
from the radiance ratio with an error of ~ +20%. Because of relationships such as these that relate
bio-optical parameters to [p, (A)]n, the normalized water-leaving reflectance plays a central role in

the application of ocean color imagery to the oceans, and atmospheric correction becomes a critical
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Figure 2. Normalized water-leaving reflectance ratio as a
function of pigment concentration. Redrawn from Gordon
et al. [1988].

factor in determining the fidelity with which bio-optical parameters can be retrieved. When ratios
of [pw]n’s are used in computations, as in Eq. (4), small errors of the same sign in the two [p,]|n’s
will tend to cancel. In most cases the errors in the retrieval of the two [p,]n’s in such ratios will

have the same sign.
2.2 Historical Perspective

The algorithm for the retrieval of the [p,]n’s from MODIS imagery follows from experience
gained with the CZCS. Its purpose is to identify and remove the component of the radiance mea-

sured at the sensor that arises from molecular and aerosol scattering in the atmosphere, as well
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as reflection from the air-sea interface. Since the aerosol concentration and properties are variable
in space and time, their effects are unknown a priori. The radiometric sensitivity of the CZCS
was sufficiently low that it was not necessary to deal with the full complexities of multiple scatter-
ing. However, with the increased sensitivity of SeaWiFS and MODIS, multiple scattering in the
atmosphere becomes a central issue in the retrieval algorithms for [p,]n. Examples of important
secondary issues not addressed in the CZCS algorithm are the presence of whitecaps on the sea

surface and the influence of earth curvature on the algorithm.

The atmospheric correction algorithm for MODIS has not been used previously with satellite
imagery; however, the present implementation of the algorithm is being thoroughly tested with

SeaWiF§S, which was launched in August 1997.
2.3 Instrument Characteristics

The MODIS and SeaWiFS instruments have similar characteristics (Table 1). The main differ-
ences are that MODIS has spectral bands that are half to one-forth as wide as SeaWiFS, MODIS is
12-bit digitized as opposed to 10-bit for SeaWiF§S, and MODIS has approximately twice the SNR.

The positions of the spectral bands are similar.

Of critical importance for the retrieval of [p,]n are spectral bands 7 and 8 (745-785 nm
and 845-885 nm, respectively) on SeaWiFS and bands 15 and 16 (745-755 nm and 857-872 nm,
respectively) on MODIS. Because of the strong absorption by liquid water, virtually no light will
exit the ocean in these bands, except in the most turbid coastal waters, so radiance measured by
the sensor originates from the scattering of solar irradiance by the atmosphere and the sea surface.
These bands can therefore be used to assess the atmospheric effects. Band 6 on SeaWiFS (660680
nm) and band 13 on MODIS (662-672 nm) can also be utilized in waters with pigment concentration

< 0.5 — 1.0 mg/m?3, but probably not in coastal waters. Band 7 on SeaWiFS overlaps the O,
“A” absorption band centered at ~ 762 nm. The influence of this absorption band on SeaWiFS
atmospheric correction has been studied by Ding and Gordon [1995]; however, as MODIS band 15

does not overlap the O, absorption, we shall not discuss this problem further in this document.

The application of these bands to atmospheric correction is straightforward in principle: one

assesses the contribution of the atmosphere in the NIR and extrapolates it into the visible.
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3.0 Algorithm Description

This section provides a description of the entire algorithm. Before beginning, a few prelimi-
naries are useful. Table 1 provides the MODIS radiometric specifications in terms of reflectance
for a solar zenith angle of 60°and viewing near the scan edge. For convenience we also provide

the “noise equivalent reflectance” (NEAp) for the SeaWiFS and CZCS bands closest to the given

Table 1: Comparison of the radiometric performance of
MODIS, SeaWiF'S, and CZCS for §, = 60° near the scan edge.
MODIS and SeaWiFS NEAp’s are from the radiometric specifications.
CZCS is from in-orbit measurements.

Band A Pmaz Pt [pw]N NEAp

(am) | () | (7)) | (27Y) (sr7)

MODIS | SeaWiFS | CZCS
8 412 0.50 | 0.34 | 0.040 | 0.00018 0.00068 -

9 443 | 0.46 | 0.29 | 0.038 | 0.00016 0.00043 | 0.0011
10 490 | 0.36 | 0.23 | 0.024 | 0.00014 0.00034 -

11 530 | 0.30 | 0.19 | 0.0090 | 0.00013 0.00031 | 0.00058
12 550 | 0.25 | 0.154 | 0.0040 | 0.00010 0.00027 | 0.00064
13 670 | 0.17 | 0.105 | 0.0004 | 0.00004 0.00023 | 0.00051
14 681 0.17 | 0.105 | 0.0003 | 0.00004 -
15 750 | 0.15 | 0.081 - 0.000085 | 0.00018 -
16 865 0.13 | 0.069 - 0.000076 | 0.00015 -

MODIS band. Note that MODIS is typically 2-3 times more sensitive than SeaWiFS, which in
turn is approximately twice as sensitive as CZCS. Exceptions are the MODIS bands 13 and 14
which are to be used to measure the chlorophyll a fluorescence near 683 nm [Newville and Gower,
1977]. These bands are ~ 6 times more sensitive than SeaWiFS and ~ 12 times more sensitive than
CZCS. The table also provides the typical top-of-the-atmosphere reflectance p; and the normalized
water-leaving reflectance [p,]n for a very low pigment concentration (Sargasso Sea in summer)
[Gordon and Clark, 1981]. Note that [p,]x is only a small fraction of p;. To recover [p,]n in the
blue (443 nm) for these waters with an error < 5% requires an atmospheric correction of ~ 0.001
to £0.002 in reflectance, i.e., about five to ten times the NEAp. This is our goal for MODIS band
9. It is shown later that when this goal is met, the error in [p,]n at 550 nm will be ~ 3-4 times
smaller than that at 443 nm. In this case, Figure 1 shows that the error in the ratio R in Eq. (4)

usually will be dominated by error in [p,]n at 443 nm, the exception being very low values of C.
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3.1 Theoretical Description

In this section we provide the theoretical basis of the algorithm. We begin by discussing the
basic physics of the algorithm, starting with single scattering and progressing into the multiple
scattering regime. Then a whitecap removal algorithm, which is in the process of validation, is
presented. Next, the required ancillary data are itemized, the approximations used in the devel-
opment of the algorithm are examined, and the remaining research issues are discussed. Finally,
an implementation of the algorithm is described and the effects of MODIS radiometric calibration

uncertainty is considered.
3.1.1 Physics of the Algorithm

The radiance received by a sensor at the top of the atmosphere (TOA) in a spectral band
centered at a wavelength X;, L;();), can be divided into the following components: Lpq:n(A;)
the radiance generated along the optical path by scattering in the atmosphere and by specular
reflection of atmospherically scattered light (skylight) from the sea surface; L,();) the contribution
arising from specular reflection of direct sunlight from the sea surface (sun glitter); L.(\;) the
contribution arising from sunlight and skylight reflecting from individual whitecaps on the sea

surface; and, L,,();) the desired water-leaving radiance; i.e.,
Li(Xi) = Lpatn(Xi) +T(Ni)Lg(Ni) + t(Xi) Lupe(Ni) + (X)L (Xi). (5)

L. and L,, are area-weighted averages of the radiance leaving whitecap-covered and whitecap-free
areas of the surface, respectively. In this equation, T" and ¢ are the direct and diffuse, transmittance
of the atmosphere, respectively. The diffuse transmittance is appropriate for the water-leaving ra-
diance and the whitecap radiance as they have near-uniform angular distribution. It is discussed in
detail in Section 3.1.1.9.5. In contrast, to the diffuse transmittance, the direct transmittance is ap-
propriate when the angular distribution of the radiance is approximately a Dirac delta function. As
the sun glitter is highly directional (except at high wind speeds), its transmittance is approximated

by the direct transmittance. The direct transmittance is given by

T(0,,)) = exp [— (7 +70:00 + 7)) (%)] ,

where u, = cos#@,, 0, is the angle the exiting radiance makes with the upward normal at the

TOA, and 7., 7,, and 7o, are, respectively, the Rayleigh, aerosol, and Ozone optical thicknesses.
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In this equation, we have ignored the possibility of weak continuum (in the atmospheric windows)
absorption by water vapor [Eldridge, 1967; Tomasi, 1979a; Tomasi, 1979b] due to the extreme
difficulty in separating the direct effect of water vapor absorption from the indirect effect that
water vapor will have on the extinction of hygroscopic aerosols [Fraser, 1975]. Converting to

reflectance, Eq. (5) becomes

Pt(Ai) = Ppatn (Ai) + T (Ai)pg(Ni) + (X)) pwe(Xi) + (X)) puw (Ai)- (6)

Thus, from the measured p;()\;) we require an algorithm that provides accurate estimates of
Ppath (Ni)s T(Xi)pg(Ni), t(Xi)pwe(Xi), and £(A;). Near the sun’s glitter pattern T'(\;)pg(A;) is so
large that the imagery is virtually useless and must be discarded. A sun glitter mask to remove
seriously contaminated pixels is described in Appendix A. Away from the glitter pattern, i.e., where
values of T'(\;)py(A;) become negligibly small, the largest of the remaining terms, and most difficult
to estimate, is ppqaep (A;). This difficulty is principally due to the aerosol by virtue of its highly vari-
able concentration and optical properties. Thus, we concentrate on this term first, then consider

t(Ai)pwe(A;) and the ancillary data required to operate the algorithm.

In general, ppq:n can be decomposed into several components:

Ppath = pr(>‘) + pa(>‘) + pra()‘) (7)

where p,. is the reflectance resulting from multiple scattering by air molecules (Rayleigh scattering)
in the absence of aerosols, p, is the reflectance resulting from multiple scattering by aerosols in
the absence of the air, and p,, is the interaction term between molecular and aerosol scattering
[Antoine and Morel, 1998; Deschamps, Herman and Tanre, 1983]. The term p,, accounts for the
interaction between Rayleigh and aerosol scattering, e.g., photons first scattered by the air then
scattered by aerosols, or photons first scattered by aerosols then air, etc. This term is zero in the
single scattering case, in which photons are only scattered once, and it can be ignored as long as the
amount of multiple scattering is small, i.e., at small Rayleigh and aerosol optical thicknesses. We
note that given the surface atmospheric pressure (to determine the value of 7,.) and the surface wind
speed (to define the roughness of the sea surface), p, can be computed accurately, even accounting

for polarization effects [Gordon, Brown and Evans, 1988; Gordon and Wang, 1992a].

In modeling the propagation of radiance in the ocean-atmosphere system, we assume that the

atmosphere can be considered to be a vertically stratified, plane parallel medium. The medium is
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described by providing the extinction coefficient, c(h), as a function of altitude h, the scattering
phase function for scattering of radiance from direction £ to direction &, P(h;f’ — f), and the

single scattering albedo wg(h). Replacing h by the optical depth 7 defined as

7(h) = /hoo c(h) dh,

the propagation of radiance in such a medium in the scalar approximation (the polarization state
of the radiance, and the change in polarization induced by the scattering process is ignored) is

governed by the radiative transfer equation (RTE):

)+ 20 [ pé L) an @),
T Jan €

dL(r,€) _ s

Lon dr

where dQ(f’ ) is the differential of solid angle around the direction ¢, and 7 is a unit vector in
the nadir direction (normal to the sea surface pointed down). Analytical solutions to the RTE are
possible only in the simplest case, e.g., wp = 0, so normally one must be satisfied with numerical

solutions.

In principal this equation must be solved for the coupled ocean-atmosphere system; however,
because of the very low albedo of the ocean (Table 1) it is not necessary to consider the coupling
[Gordon, 1976], i.e., we can ignore processes such as photons being backscattered out of the water
and then scattered back into the water and backscattered out again, etc. The water-leaving radiance
simply propagates to the sensor (i.e., ppasn is independent of p,, in Eq. (6)) and the ocean and
atmosphere decouple, hence, we need only understand the solution of the atmospheric part of the

problem, i.e., an atmosphere bounded by a Fresnel-reflecting ocean surface.

As the goal of atmospheric correction is to retrieve p,,(443) with an uncertainty less than
+0.002, i.e., ~ £0.6% of p;(443) (Table 1), for the development and testing of the algorithm we
require solutions of the RTE that yield p; with an uncertainty < 0.6%. For the bulk of the work
described here, p; was generated using the successive-order-of-scattering method [van de Hulst,
1980]. To understand the accuracy of this code, a second code was developed employing Monte
Carlo methods. Typically, the values of p; produced by the two codes differ by less than 0.05%.

Thus, either code meets the accuracy required for this work.

We will assume, as justified earlier, that p,, = 0 in the NIR (Section 2.3). The problem we are

required to solve can then be stated in a simple manner: given the satellite measurement of the
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radiance (reflectance) of the ocean-atmosphere system in the NIR, predict the radiance (reflectance)
that would be observed in the visible. The difference between the predicted and the measured
radiance (reflectance) of the ocean-atmosphere system is the water-leaving radiance (reflectance)

transmitted to the top of the atmosphere.
3.1.1.1 The Single Scattering Approximation

It is useful to consider ppq:n(A;) in the the limit that the optical thickness of the atmosphere
is < 1. We refer to this as the single-scattering limit. Formulas for the reflectances in this limit
are referred to as the single-scattering approximation. The CZCS algorithm was based on the

single-scattering approximation. In this approximation the path reflectance reduces to

ppath(Ai) = Pr (Az) + Pas (Az)a (8)

with the aerosol contribution p,s provided by
Pas ()‘) = wa()‘)'rao‘)pa (ova ¢v§ 903 ¢0§ )‘)/4 cos B, cos 90a (9)

Pal00s 60300, 605 A) = Pa(0-, X) + (r(01) +7(00) ) Pal64, ),
cos @+ = =+ cos Oy cos 6, — sin b sin b, cos(p, — ¢o),

where P,(a, A) is the aerosol scattering phase function for a scattering angle «, w, is the aerosol
single scattering albedo, and r(«) is the Fresnel reflectance of the interface for an incident angle a.
The angles 6y and ¢, are, respectively, the zenith and azimuth angles of a vector from the point
on the sea surface under examination (pixel) to the sun, and likewise, 6, and ¢, are the zenith and
azimuth angles of a vector from the pixel to the sensor. These are measured with respect to the

upward normal so 6, and 0y are both less than 90° in these equations. In what follows usually we

take ¢g = 0.

Following the approach described above, we assume we are given the the path reflectance at
two bands in the NIR at A; and A;, where the subscript “s” stands for short and “/” for long,
e.g., for MODIS Ay = 750 nm and A; = 865 nm. [Note that since we are ignoring sun glitter
T'(Xi)pg(Ai), this implies that £(A;)pwe(A;) has also been provided.] Given estimates of the surface

atmospheric pressure and the wind speed (ancillary data), p,.()\) can be computed precisely and
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therefore pos(As) and p,s(A;) can be determined from the associated measurements of ppqa.n at As

and A;. This allows estimation of the parameter (s, \;):

pas(AS) _ wa()\s)Ta()\s)pa(eva¢v§00a¢03>\s) (10)
Pas (>\l) Wa()\l)Ta(Al)pa(ova¢v390a¢0§ )\l) .

If we can compute the value of e();, A;) for the MODIS band at A; from the value of £(\g, A;), this

6()\5,)\1)

will yield pgs(A;), which, when combined with p,(\;), provides the desired ppatn(A;). Clearly, the
key to this procedure is the estimation of e(\;, A;) from e(Ag, A;).

3.1.1.1.1 The CZCS Algorithm

The atmospheric correction algorithm for CZCS was described in detail in Evans and Gordon
[1994]. Briefly, the basic CZCS algorithm [Gordon, 1978; Gordon and Clark, 1980] was based
on single scattering; however, p,.()\;) was computed accurately, including the effects of multiple
scattering and polarization [Gordon, Brown and Evans, 1988]. As there were no NIR bands, the
algorithm could not be operated as described in Section 3.1.1.1. However, Table 1 shows that
pw(670) can generally be taken to be zero (at least if the pigment concentration is low enough).
Thus, the single scattering algorithm was typically operated with A; = 670 nm and p,(A;) = 0.
Unfortunately, there was no shorter wavelength (As) for which p,, = 0, so in the processing of the
CZCS global data set [Feldman et al., 1989] £(\;, As) was set equal to unity. This is characteristic

of a maritime aerosol at high relative humidity.

For sufficiently low C' values, Figure 1b suggests that [p,,(550)]n is approximately constant.
This fact can be used to estimate €(550, 670) for such “clear water” regions [Gordon and Clark, 1981]
in a scene, allowing a basis for extrapolation to 520 and 443 nm. If the resulting e(\;, A;) is then
assumed to be valid for the entire image, retrieval of [p,, (A;)]n and C can be effected for the image.
This is the procedure used by Gordon et al. [1983] in the Middle Atlantic Bight. Unfortunately,
there are serious difficulties applying this procedure routinely. For example, the image of interest
may contain no “clear water,” the £’s may vary over the image because of variations in aerosol type,
and the pigment concentration may not be small enough to take p,, = 0 at 670 nm. Morel and his
co-workers have developed a promising approach for dealing these problems in Case 1 waters [André
and Morel, 1991; Bricaud and Morel, 1987] based on the ideas of Smith and Wilson [1981]. This
involves utilizing a modeled relationship between C' and [p,, (A\;)]n. Fortunately, for the sensors of
concern in this paper (SeaWiFS and MODIS), these problems are (usually) circumvented by virtue
of the additional spectral bands with A > 700 nm.
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3.1.1.1.2 Application to MODIS

As the key to application of the single scattering algorithm to the EOS era sensors is the
extrapolation from e(\;, A;) to £(A;, A7), which involves more than a factor of two in wavelength, it
is important to try to gain some insight into the possible spectral behavior of £(A;, A;). This has
been attempted by Gordon and Wang [1994a] by computing e();, A;) for several aerosol models.
Briefly, they used aerosol models that were developed by Shettle and Fenn [1979] for LOWTRAN-6
[Kenizys et al., 1983]. These models consist of particles distributed in size according to combinations

of log-normal distributions. The size frequency distribution n(D) is given by

i=1

with

dN; (D N; 1 (logio(D/Di)\”
D) = S - og, (100D ™7 [_5 (%> ] |
where, dN;(D) is the number of particles per unit volume between D and D + dD, D; and o; are
the median diameter and the standard deviation, respectively, and N; is the total number density
of the 7*® component. Since hygroscopic particles swell with increasing relative humidity (RH), D;
and o; are functions of RH. The smaller size fraction is a mixture of 70% water soluble and 30%
dust-like particles called the Tropospheric aerosol. It has been used to represent the aerosols within
the free troposphere above the boundary-layer [Shettle and Fenn, 1979]. The refractive index m for
this component at 555 nm ranges from 1.53 — 0.00667 at RH = 0, to 1.369 — 0.0012¢ at RH = 98%.
Thus as the particles absorb more water, the real part of their refractive index approaches that
of water and the imaginary part (proportional to the absorption coefficient) decreases. Because of
the moderate imaginary part of the refractive index, these particles have weak absorption and w,
ranges from 0.959 to 0.989 for 0 < RH < 98% at 555 nm. The modal diameter of this component
is always < 0.1 pm. The larger fraction is a sea salt-based component, the “Oceanic” aerosol. Its
modal diameter varies from about 0.3 to 1.2 ym as RH varies from 0 to 98%. Its index of refraction
is essentially real (imaginary part ~ 1078), so w, = 1. Like the tropospheric aerosol its real part

ranges from 1.5 at RH = 0 to 1.35 at RH = 98%.

From these components, three basic models were constructed: the Tropospheric model with
no Oceanic contribution; the Maritime model for which 99% of the particles have the Tropospheric

characteristics and 1% the Oceanic; and the Coastal model for which 99.5% of the particles have
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the Tropospheric characteristics and 0.5% the Oceanic. Gordon and Wang [1994a] introduced
the Coastal aerosol model to represent the aerosol over the oceans nearer the coast (less Oceanic
contribution). The properties of all three aerosol models depend on the wavelength and relative
humidity. With the values of D;, 0;, and m;()) taken from Shettle and Fenn [1979], Mie theory was
used to calculate the optical properties for all three models for the SeaWiFS and MODIS spectral

bands at different relative humidities.

Sample results for €(\;, A;), where ); is taken to be 865 nm (SeaWiFS), are presented in Figure
3a. These computations suggest that there should be a strong variation of € with aerosol model and
RH. The increase in particle size (due to swelling) with increasing RH clearly reduces the spectral

variation of €. The spectral variation of ¢ is due in large part to the spectral variation of the aerosol

Viewing at center Viewing at center
IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

O Maritime aerosol
& Coastal aerosol
+  Tropospheric aerosol

0.5

loge [€ (A, 865)]

A

loge [€ (A, 865)]

0.0j

o m v v HyO, dust, 1.50, min.andv = 2.0
A A 4 < HyO, dust, 1.50, min. and v = 3.0
> » 0 @ Hy0, dugt, 1.50, min. and v = 4.0
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Figure 3a. &(),865) for nadir viewing with 6y = Figure 3b. e(\, 865) for nadir viewing with 6y =
60° for the Maritime, Coastal, and Tropospheric 60° for the Haze C models. Note that the open
aerosol models. For each model, the RH values symbols are for models with little or no absorp-
are 50, 80, and 98% from the upper to the lower tion, while the filled symbols are for absorbing
curves. models.

optical thickness, 7,; however, additional variation is produced by the aerosol phase function. Note
that Figure 3a is plotted in a format that would yield a straight line under the hypothesis that
e(Xi, A1) = exp[e(A; — A;)], where ¢ is a constant. This shows that over the range 412-865 nm
£(M\i, A7) can be considered to be an exponential function of A\; — \;, for the Shettle and Fenn [1979]
models. Wang and Gordon [1994a] have used this fact to extend the CZCS algorithm for use with
SeaWiFS and MODIS.

We now examine the accuracy of this CZCS-type single-scattering algorithm based on an as-

sumed exponential spectral variation of e(\;, ;). For this purpose, we simulated atmospheres using
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an array of aerosol models. First, the aerosol optical properties were taken from the Tropospheric,
Coastal, and Maritime models at RH = 80%, denoted, respectively, as T80, C80, and M80. Then,
we simulated the aerosol using the Shettle and Fenn [1979] Urban model at RH = 80% (U80).
This model shows strong absorption. In addition to the water soluble and dust-like particles of the
Tropospheric model, the Urban model contains soot-like particles (combustion products). Also, the
Urban model has a second, larger particle, mode in addition to that of the Tropospheric model.
At 865 nm the Mie theory computations yielded, w, = 0.9934, 0.9884, and 0.9528, respectively, for
the Maritime, Coastal, and Tropospheric models (RH = 80%), while in contrast, w, = 0.7481 for
the Urban model. Here, the Urban model is intended to represent aerosols that might be present
over the oceans near areas with considerable urban pollution, e.g., the Middle Atlantic Bight off
the U.S. East Coast in summer. Finally, we examined aerosols with a different analytical form for

the size distribution [Junge, 1958]:

dN(D)
D) = =K Dy <D < Ds,
n(D) D , 0 1
_ K(%)”H’ Dy <D < Do, (11)
:0, D >D2,

with Dy = 0.06 pm, D; = 0.20 pym, and Dy = 20 pm. Following Deirmendjian [1969] we call
these Haze C models. Twelve separate Haze C models were considered: v = 2, 3, and 4, with the
refractive index of the particles taken to be that of liquid water (from Hale and Querry [1973]), close
to that of the dust component in the Tropospheric model (1.53 — 0.008:), nonabsorbing crystals
(1.50—07), and absorbing minerals that might be expected from desert aerosols transported over the
oceans [d’Almeida, Koepke and Shettle, 1991]. The spectral behavior of £(\, 865) for these models
is presented in Figure 3b. We see that the absorption-free (open symbols) Haze C models display a
behavior similar to the Shettle and Fenn models; however, for models with strong absorption (solid
symbols) departures are seen, especially for the mineral models for which the imaginary part of
the refractive index increases with decreasing A\. An important observation from Figure 3b is that,
in general, £(765,865) cannot be utilized to discriminate between weakly- and strongly-absorbing

aerosols with similar size distributions.

Using these aerosol models we generated hypothetical atmospheres with a two-layer structure:
the aerosols occupying the lower layer, and all molecular scattering confined to the upper layer.
This distribution of aerosols is similar to that typically found over the oceans when the aerosol is

locally generated, i.e., most of the aerosol is confined to the marine boundary layer [Sasano and
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Browell, 1989]. The atmosphere was bounded by a flat (smooth) Fresnel-reflecting sea surface, and
all photons that penetrated the interface were assumed to be absorbed in the ocean. The RTE in

the scalar approximation was solved for this hypothetical atmosphere using the successive-order-of-

O Maritime

< Coastal

<+ Tropospheric
@ Urban

T4\) 1 14(865)
T4\) 1 14(865)

o m v v HyO,dust, 1.50, min.andv = 2.0
A A 4 <4 Hy0, dust, 1.50, min. and v = 3.0
> » O @ Hy0, dugt, 1.50, min. and v = 4.0

0||||||||||||||||||||||||||||||||||||||||||||||||| 0|||||||||||||||||||||||||||||||||||||||||||||||||
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A (nm) A (nm)
Figure 4a. Spectral variation of 7, for the Mar- Figure 4b. Spectral variation of 7, for the Haze C
itime, Coastal, and Tropospheric aerosol models. models. Note that the open symbols are for mod-
For each model, the RH values are 50, 80, and els with little or no absorption, while the filled
98% from the upper to the lower curves. symbols are for absorbing models.

scattering method [van de Hulst, 1980] to provide pseudo TOA reflectance (p;) data. All significant
orders of multiple scattering were included. As the surface was assumed to be smooth (no wind),
the sun glitter and whitecap terms in Eq. (6) are absent. The simulations of p; were carried out
for the following geometries: 6y = 20°, 40°, and 60°, with 0, =~ 1° and ¢, — ¢y = 90°, i.e., viewing
near the MODIS scan center; and 6y = 0°, 20°, 40°, and 60°, with 8, ~ 45° and ¢, — ¢9 = 90°,
i.e., viewing near the scan edge. In this manner a wide range of sun-viewing geometries were
included. Four wavelengths were considered: \; = 443, 555, 765, and 865 nm. The values used for
the aerosol optical thickness at 865 nm, 7,(865), were 0.1, 0.2, 0.3, and 0.4. The values of 7,(};)
at the other wavelengths were determined from the spectral variation of the extinction coefficient
for each particular model. These are provided in Figure 4. The Haze C models clearly show that
the spectral variation of 7, is principally determined by the size distribution, with the index of
refraction playing only a minor role. Equation (10) suggests that there should be a relationship
between 7,(\)/7,(865) and £(), 865). Figure 5 provides an example of this for #, = 60° and nadir
viewing, i.e., the same geometry as in Figure 3, with £(765, 865) used rather than (443, 865). Thus,
for a given 7,(865), 7,(443) will generally increase with increasing £(765,865). This will be useful

in interpreting the results described below.
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As the true p,(\;) was taken to be zero in the pseudo data (all photons entering the water

were absorbed), the error in atmospheric correction, i.e., the error in the retrieved water-leaving

6 = 60°, Center
T T T T | T T T T | T T T T T T T T
B OM oC T eU (RH=50,80,98%) T
B o m v v Hy0,dust, 150, min. and v = 2.0 > b
r A A g <« HyO, dugt, 1.50, min. and v = 3.0 0 > N
31— > » O @ Hy0, dust, 1.50, min. and v = 4.0 —
o [ . * ]
&
F 2 A‘ [ ] —
= L g < A i
g L o i
= o e
i o
- v o V% -
11— —
O_ 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 ]
10 11 12
£(765,865)

Figure 5. Relationship between (765, 865) and 74(443)/74,(865)
for the various aerosol models with #y = 60° and nadir view-
ing.

reflectance, A(tp,), is just the error in the predicted path radiance. This is

A(tpw(A)) = pe(Xi) = pparn (M) = pe(Xi) = pr(Ai) = € (Xi, M) pas (M), (12)

where £(®)();, \;) is the estimated value of £()\;, \;) assuming an exponential variation with \;:

£ (s, ) = exple(h — Ai)] = exp [Gf :i) log, (%)] .

pr(A;) was computed using the same radiative transfer code, i.e., it includes all effects of multiple
scattering, but not polarization. In an actual application, p,.(}\;) would be computed using a
code that included polarization as well [Gordon, Brown and Evans, 1988]. Figure 6 provides the
error in the retrieved normalized water-leaving reflectance, A[p,,(443)]n, for the seven sun-viewing
geometries and for 7,(865) = 0.1 and 0.2. To derive Afp,|n from Atp,,, the approximation for ¢
similar to that used in processing CZCS imagery was utilized (See Section 3.1.1.9.5). The z-axis

in Figure 6, (¢)(765,865), is the estimated value for the indicated model and geometry.

In the absence of aerosol absorption (open symbols), the performance of this simple algorithm

is truly remarkable, as Figures 4b and 5 show that for v = 4, 7,(443) ~ 0.35 and 0.70 for Figures
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6a and 6b, respectively. The large negative errors for v = 4 occur at the scan edge with 8, = 60°,
i.e., the geometry with the most multiple scattering. For v = 3 (7,(443) ~ 0.2 and 0.4 (Figures 4b
and 5 for Figures 6a and 6b, respectively), the retrieved value of [p,,(443)]n is usually within the

acceptable limits.

In the case of absorbing aerosols, the errors are seen to be mostly negative, and to grow rapidly

with 7,(443). Negative errors are particularly troublesome as they can lead to negative values in
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Figure 6a. Alpw(443)]n as a function of Figure 6b. Alpw(443)]y as a function of
£(e)(765,865) for 7,(865) = 0.1 and all of the £(e)(765,865) for 7,(865) = 0.2 and all of the
aerosol models and viewing geometries examined aerosol models and viewing geometries examined
in the study. in the study.
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the retrieved [p,,(443)] 5 when the pigment concentration > 0.5 — 1.0 mg/m3. The source of the

~

error for absorbing aerosols is twofold. For the Haze C aerosol, it can be seen from Figure 3b that,
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in contrast to the nonabsorbing aerosols, an exponential extrapolation of (765, 865) to £(443, 865)
would lead to an erroneous overestimation of £(443,865), the single exception being the mineral
aerosol with v = 2. This will cause an overestimation of the aerosol contribution at 443 nm, which
in turn will result in a negative error in [p,,(443)]n. In contrast, the extrapolation does work well
for T80 (Figure 3a) and, as we shall see later, in this case the error is principally due to multiple

scattering, which is strongly influenced by even weak aerosol absorption.

The error in [p,, (550)]n as related to the associated error in [p,,(443)]n is provided in Figures
6c and 6d. The observed improvement in atmospheric correction at 550 compared to 443 nm
can be traced to the facts that (1) the ¢ determination requires a smaller extrapolation at 550
nm, and (2) there is less multiple scattering at 550 nm as both 7, (Figure 4) and 7, are smaller.
Notably, the error at 550 nm is usually much less than that at 443 nm, there being a tendency for
Alpy (550)]n ~ (1/4)Alpw (443)]n, although occasionally |A[py, (550)]n| 2 |A[pw(443)]n|. Thus,
in a pigment ratio algorithm such as Eq. (4), the error at 443 nm would usually be the more

significant error in the R ratio.

It is useful at this point to review the sparse direct observations of the aerosol optical thickness
over the oceans. In the open ocean, far from sources of pollution and/or sources of desert aerosols,
the atmosphere is very clear. In the Pacific 7,(550) is found in the range 0.04 to 0.24 with a mean of
0.13 and Angstrom exponent of 0.56 [ Villevalde et al., 1994], suggesting a mean 7,(865) of ~ 0.1 and
a maximum of ~ 0.19. Similar results are obtained for the North Atlantic [Korotaev et al., 1993;
Reddy et al., 1990]. In such a region, Lechner et al. [1989] found that there were low concentrations
of aerosol in the free troposphere possessing a Haze C-like distribution with an average v of ~ 3.5,
while in the marine boundary layer the concentration was much higher (and highly variable) with
an average v of ~ 1.8, and sometimes even a bimodal size distribution (the large mode presumably
resulting from local generation of aerosols by breaking waves). In contrast, in the region of the
Atlantic off West Africa subject to Saha